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Abstract—This paper proposes a numerical algorithm that re- Reformulation of the inverse problem as a nonlinear op-
constructs the complex permittivity profile of unknown scatterers  timization one and its solution using various optimization
by the design sensitivity analysis (DSA) and topology optimization methods has been suggested [2]-[11]. In most approaches
technique. By introducing the DSA and adjoint-variable method, the direct tteri bl is treated b f th !
the derivatives of the error function with respect to the complex € direct scattering problem 1S rea}e y mealjs 0 e
permittivity variables can be calculated, and the material prop- Method of moments (MoM) and the inverse techniques use
erty in each cell can be changed simultaneously using sensitivity gradient-based algorithms that minimize the appropriately
|_nf0rmat|o_n. The steepest descent me_thod_ls used as an optimiza-chosen cost function [2]-[5]. In these approaches, the direct
tion technique. The proposed method is validated by applyingitto - g attering problem solution is achieved either during each iter-
reconstructions of unknown two-dimensional scatterers that are il- fi it is imol ted iterativel ithin th t-functi
luminated by TM?* with a Gaussian-pulsed plane wave. a !0,n Qr ! ] IS Implémented iteratively wi ] In the cost-tunction

minimization. Other approaches have introduced the use of
the finite-element method (FEM) or its hybrid coupling with
the boundary-element method (BEM), while the inversion is
based on the conjugate-gradient [6] or Newton's [7] iterative
schemes, respectively.
. INTRODUCTION Inversion algorithms using the finite-difference time-domain

MAGING OF the permittivity and conductivity profiles of (FDTD) technique have been developed by many researchers.
I unknown objects from a measured scattered electromagnétftew developed a time-domain approach in the distorted-Born
field has been of interest to microwave engineers for many yedtgrative method to reconstruct the images [8]. This method has
This is because it is considered to be fundamental and essa¢ded the advantage of information for target recognition avail-
tial in microwave-imaging applications. Recently, the interedple from ultrawide-band illumination [9]. Hagnessal. sug-
of microwave imaging has increased in fields such as biolog€st an algorithm for breast cancer detection using pulsed con-
ical application, and the key step for implementing microwav@cal microwave imaging [10], [11]. The unknown object is il-

tering problem. of antenna positions. A time shift and add algorithm is applied

The reconstruction of a complex permittivity profile in in-{0 the set of recorded signals in order to enhance returns from

homogeneous structures can be considered to be an optimt?§-high-contrast objects and reduce clutter.

tion problem to minimize the difference between the measured! he concept of design sensitivity analysis (DSA) has been
field data and calculated ones by controlling the complex ditudied and presented in structural engineering [14], and the
electric permittivity in the test domain. Such a difference is d&EM approach of the inverse-scattering problem using a con-
fined as an error function that needs to be minimized. Howevétgate-gradient optimization technique and DSA has been sug-
the inverse-scattering problems are known to have nonlinear £f$ted by Rekanat al.[6]. Recently, an optimization method
ill-posed properties due to the lack of the measured informati§@sed on the FDTD and DSA in the time domain was proposed
and the multiscattering effects between the objects [1]. In ordd@]; [13]. The DSA concerns the relationship between the de-
to effectively reconstruct the unknown profiles, the first-ordefign goal (or the objective function) and the design variables.

method using the gradient information and an iterative techbat is, the DSA is to evaluate the derivative of the objective
nique has been preferred. function with respect to the design variables.
In this paper, a new reconstruction algorithm that uses the
derivatives information calculated by the FDTD technique and
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In general, the scattered field varialflié has an implicit re-
lationship with the variable§p}, anddF'/d{p} can be obtained
using an indirect method. To reduce the computing time, the ad-
joint-variable method is introduced.

A. DSA Based on FETD

Fig. 1. 2-D inverse scattering problem for dielectric cylindef.is the When the FDTD technique is used in the inversion process,
objective domain to be reconstructe.,. denotes the incident electric field the design sensitivity cannot be obtained directly because the
intensity, E.. denotes the scattered electric-field intensity, and Rx denotes taﬂjomt variable equation in the FDTD algorithm cannot be
receiving antenna. The incident wave is assumed to be a plane wave.
derived in a straightforward manner, while that in FEM can
be. Therefore, an adjoint-variable equation that is derived from
roughly twice the CPU time compared to the normal FDTD fosystem matrices of the finite-element time-domain (FETD)
ward analysis. In addition, the characteristics of the convergerfeemulation is employed. This adjoint-variable equation is then
can be improved by introducing the topology optimization basensformed as the coupled Maxwellian curl equations.
on normalized material density [15]. From the Maxwell's equations, the 2-DM* scalar wave
To demonstrate the validity of the method, the image recogguation can be derived, which is written as
struction algorithm is applied to reconstruct the unknown two- e, °F. OF 07
dimensional (2-D) scatterers that are illuminated by*Twith a VPE. — 5= — 00— = o
Gaussian-pulsed plane wave. As a numerical example, the lossy cg Ot ot ot
object surrounded by air or the lossy medium, which has a r@theree, denotes the relative permittivity, denotes the con-
atively high permittivity, was reconstructed. Furthermore, muéluctivity, ¢, denotes the velocity of light in free space, and
tiple objects that are immersed in the lossy medium were recah-denotes the impressed electric-current density. In this algo-
structed. In these numerical examples, the dispersive propeitiim, the direct problem is solved by the FDTD technique. The
of the permittivity and conductivity was not considered. The olelectromagnetic fields can be calculated without spurious solu-
jective function was defined as the square of the error betwe@mms. Therefore, the vector basis function is not needed to cal-
the measured scattered electric and calculated fields. culate the sensitivity information. Applying the nodal element
The total-field/scattered-field technique was introduceahd Galerkin's formula to (3), this equation can be discretized
in order to realize a plane-wave source [16]. To reduce thed the matrix equation can be constructed as
computational domain, Berenger's perfectly matched layer

3

(PML) technique [17] is also adopted when the electromagnetic [K e} + [MI{E:} + [B{é:} = {Q} (42)
fields and adjoint variables were analyzed. e:(0) =0 (4b)
¢-(0) =0 (4c)

II. M ATHEMATICAL FORMULATION AND ANALYSIS where the dot denotes the time derivative apciis thez-direc-

tion component of the electric field at the node in the Z*MI*
Let us consider the scatterers of an arbitrary bounded cregfi. The elemental matrices and load vector of (4) contain the
section (Fig. 1). The domain of the scatterdry (s illuminated integral of the following:
by plane waves, which are polarized in thalirection. To re-

construct the unknown complex permittivity distribution of scat- K¢ = / VN;VN;dQ* (5a)
terers in the objective domain, it is necessary to minimize the At
difference between the calculated scattered fields and measured Me :% / ¢ N; N;dx° (5b)
ones. To evaluate such a difference, the error or objective func- Y Jae
tion is defined as BE =po / o° Ny N, (50)
Ny 2 . .
Z Z / - By} d @ Q== po [ NiJdor (5d)
QF

whereN; is a nodal basis function of the grid. Using the adjoint
whereNy is the number of transmitter8/ is the number of re- variable), the adjoint equation of (4) can be derived as follows
ceivers, and’; is the fixed final time E, is the measured scat-[12] :
tered field and?? is the calculated one at the measuring point.

T
Applying the first variation to (1) with respect to the inversion [M]{S\} B]{)\} + K]} = { oG } ©)

variable vector{p}, the derivatives of error function can be oE:
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subject to Initial guess
. of profile .
MTy) = A(Ty) = 0. () T Updating
\ ™
Equatpn (7) is thg termlna! pondmon onfor sol\{lng (6). FDTD for £, & E, 4
To deal with the terminal conditions, the backward time scheme
T = Ty — t is introduced. Equation (6) can be then converted v
into the initial-value problem. Using (2) and (6), the design sen- FDTD for 4, —»| Calculation of
sitivity (2) can be transformed into ! dF'/ dp,
OF Nt Ngr Ty P Calculation of ¢
E = Z Z /0 /\TgR(ﬂ Ery U)dt (8a) dr./ dp, Pyrev=pyrev - dp,
s Z ] T
Nt Nr T No
OF - @ No
S :ZZ/O AT =Rt e, 0)dt (8b) — @
i
Yes
where End

R(t,er,0) = {Q} = MI{&.} - [BI{é&-} - [K){e.}. @
Fig. 2. Inversion algorithm using the FDTD technique. Geometry of mesh is

The notation~ indicates that the argument is held constafixed during all iteration.
for the derivative process with respecttoando . Note thaf M ]
is the only matrix dependent an and[B] is the only matrix
dependent owr.

B. DSA Based on FDTD

From the uniqueness theorem, (6) can be transformed into the “gffnj;;“ya"‘ i
Maxwellian coupled curl equations as follows: s !
OAF= QAP |
= 104 !
Jy ot (102)
ONF= OBy
= 10b
ox ot (10b)
oMy gAH= INDP-
A SN (10c)
ox dy ot ) . ) . o
Fig. 3. Numerical configuration of problem. TA&\I* plane wave is incident
subject to at each direction, and at each Rx Ant. positfn field is measured.
E. __\H. __\H, _ . . .
AT (Ty) = X7 (Ty) = A7 (Ty) = 0. (11)  whereA is the area of the grid. Thereforg) can be written as
In addition, these adjoint-variable vectors satisfy the consti- \ 1 LGt
tutive relation as the electromagnetic field vectors, i.e., J2(t) = N / 50 (17)
Ho 0 €z
AP =eXF (12)
XB = )\H . (13) Ill. TOPOLOGY OPTIMIZATION

In (6), J is an infinitesimal pseudoelectric current element, MOSt Of the shape optimization techniques using the design
Consequently, this pseudocurrent density is not an exact souf€8sitivity method have some difficulties in being applied to

of the FDTD scheme the inverse problems. This is because th_e f[op(_)logy of the de-
sign space should be given before the optimization and only the

% Sy / N; jzf\dQ_ (14) boundaries between the different materials are modified during

IE: |q,, D the optimization process. This feature becomes a significant

In order to applyJ> to the FDTD solver, the FDTD pseu_shortcoming in the inverse problems where there is no predeter-

docurrent density can be represented as follows [18]: mined shape or topoI(_)gy. However, the topology optimization
method does not require any preset shape or topology. The ma-
JNz,y,t) = JX0)6(2 = Ty Y — Ym)- (15) terial property of each design cell in the whole design area is

. . . : ... controlled simultaneously in each iteration step. Therefore, any

By msertlng (15) into (1.4) and assuming that the grid IS §1ape or topology can be generated using this method. For these
square quadrilateral, the right-hand side of (14) can be WrittglL ¢ ,ng. the topology optimization method is best suited for in-
as verse problems.

. . In order to smoothly reconstruct the complex permittivity
A0 — A
Ho /Q NiJZdS2 = poJ2A (16) profiles, the topology optimization based on the normalized ma-

m
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Fig. 4. Reconstruction of a single object in air after 100 iterations. (a) Originat shape. (b) Reconstructed. (c) Reconstructed.

terial density is introduced [15]. In the topology optimization, !

the test domain to be reconstructed is divided into small grids c ooy

and the material composition of each grid is taken as the inver- L; 08}

sion variable. By controlling the material composition of each = 07r

grid, the unknown object relative permittivity and conductivity _8 06r

can be reconstructed. The key concept of this method is to deter- g 05}

mine how to treat the material composition in order to estimate o 04t

the objective function, and to reconstruct the final object shape. L o3l

There are two methods for treating the material composition, 3 o2t

homogenization method, and density method. The homogeniza- & |

tion method provides the solid material a physical and mathe- 0 )

matical basis for the calculation of the material properties of the 0 s 100 150
composite or intermediate materials. On the other hand, the den- lteration number

sity method takes the material density of each grid as the desjgé'] 5. Objective function value normalized by the initial value versus the
variable and is not concerned with the microstructure, but ontyration number when single object in air case reconstruction.
with the results. In this paper, the density method is preferred.

To apply the density method to the reconstruction scheme, m‘?main
normalized density vector of materigd} is introduced, each of tween 0—1, and is the exponent that penalizes the intermediate
elemenp; hasavalue between0-1. Using the normalized dens&?énsny for faster convergence.

vector{p}, the complex permittivity can be represented as

.p: is the normalized density, which takes the value be-

Whenh is larger, the intermediate density is more heavily
e (p1) = (r0 — 1)l +1, 0<pi <1 (18a) Ppenalized, whichmeansitcanbe recpn;tructed more efficiently.
o (pa) =ooph, 0<py <1 (18b) However, I_arger values df can also limit the design space at

’ - the same time. Usually, the value lofcan be chosen between
wheree, is the relative permittivity of the real material in the2—4 by considering this tradeoff [19]. That s, if the intermediate
test domaing is the conductivity of the real material in the testlensity is not a significant problem and the user wishes to access
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Fig. 6. Reconstruction of a single object in lossy medium after 245 iterations. (a) Orginalshape. (b) Reconstructed. (c) Reconstructed.

a larger design spacé, = 2 can be used. On the other handthe electric fields and adjoint variables solved by using the
if the design space is sufficiently smooth and the intermedia&®TD technique, one can also calculate the design sensitivity.

material has a major difficulty in optimizatioh,= 4 should be

Fig. 2 shows the inversion algorithm using the FDTD technique

used. For our casé, = 2 is selected because our problems hamd design sensitivity.
the abrupt change of profile. The normalized material density

is defined at each grid in the test domain. Wheins 0O, it means
the permittivity is that of air, and when is 1, the permittivity is
that of a solid material. Whepy, is 0, it means the conductivity
is that of air, and whems is 1, the conductivity is that of a
material that has an assumable maximum conductjvjtyalue

IV. NUMERICAL EXAMPLES

The efficiency of the proposed method is validated by means
of three numerical 2-D examples. The unknown scatterers were
assumed to lie entirely within total field regiof' ¢ in Fig. 3) of

between 01 corresponds to the intermediate material property 1 square cells. Therefore, the total number of unknowns for
By inserting (18) into (8), one can rewrite the derivative errgpnverse problem is”2L2. The standard Yee algorithm is used for

function F" with respect to the normalized material dengitys

g]i _hiNZR/ )‘Tapl - [M ]{e:}) (Era_l)pib_ldt
(19a)
. - .
o _hZZ/O D (Cm{))ont i
(19b)

the FDTD technique, and the geometry of the rectangular mesh
is fixed during the entire iteration. The scatterers are illuminated
by the TM* plane waves with a Gaussian pulse frovg dif-
ferentangles of incidence, uniformly distributed around the total
field region. The scattered field is measuredvat points lying
on a circle centered in test domain and uniformly distributed
around the scatterer for each illumination. The measurements
are simulated by solving the direct problem.

The numerical configuration of the problem is shown
in Fig. 3. In order to realize a plane-wave source, the
total-field/scattered-field scheme is adopted. The incident wave

Equation (10a)—(10c) can then be also solved by using tisea Gaussian pulse modulated by a sine function with a center
FDTD technique with terminal conditions (11), and introducinfrequency of 5 GHz.
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Fig. 7. Reconstruction result of multiple objects in lossy material after 100 iterations. (a) Origjmakhape. (c) Reconstructed. (d) Reconstructed.

A. Single Object in Air or Lossy Medium TABLE |
. . . CPU TIME FOR ONE INVERSE ITERATION
As afirstexample, a lossy single scatterer of §izé x 0.5\

?nthe/\ X Atesto!omain is_ considered, wheres the Wave_length Single Object in Air
in the surrounding medium. The number of transmitters and

Multiple object in lossy material

receivers is 16 each. The measurement points are located in the E‘;’;‘fn alyss Z;me ®© E;‘l’;":nalysis ggl'(’)’e ®©
scattered-field re_gionS(F in Fig. 3) arqunt_:i the central poipt  Adjoint Analysis 48 Adjoint Analysis 390
of the test domain. The number of grids in the test domain is  sensitivity Analysis 12 Sensitivity Analysis 12

60 x60. Fig. 4(a) shows the original. and o profile of the
presented model. The medium is composed of two concentric . ) ) )
square cylinders. The inner cylinder with = 2.5,0 = 0.2is B+ Multiple Objects in Lossy Medium
surrounded by a cylinder with. = 2.0, = 0.1 and the other  Another interesting problem is the reconstruction of multiple
region is filled with air. The initial guess was that of surroundingistinct scatterers surrounded by lossy material like water. As
material. Fig. 4(b) and (c) shows the reconstructed profilemn example, two lossy scatterers are considered ii tha test
which are obtained after 100 iterations. Fig. 5 shows the valugsmain. Each object has a size(o25) x 0.25X. The number
of the objective function normalized by the initial value as thef transmitters and receivers is 32, and the number of grids in
iteration proceeds. After 100 iterations, the objective functidhe test domain is 6& 60. Fig. 7(a) shows the origina}. and
value variation is less than 2%. o of the presented model. Two cylinders with = 60, 0 =
Another example of the single object reconstruction is showed are surrounded by a lossy material with = 49.0, o =
inFig.6. Thenumber oftransmittersandreceiversisthe same ag.in Fig. 7(b) and (c) shows the reconstructed profiles that are
the previousexample. Theinnercylinderwith= 65,0 = 1.5is  obtained after 100 iterations. After 100 iterations, the position
surrounded by acylinderwith. = 55,0 = 1.3,andthe otherre- of each object can be detected correctly, but the profiles of the
gionisfilled with the lossy mediumwith,. = 49,0 = 0.9.Fig.6 relative permittivity and conductivity showed some variation at
shows the original profiles and reconstructed results after 245tte corner point of the object.
erations. Toreconstructthe profiles, an additional number of iter-Table | represents the computational time that is measured
ations is needed because of high permittivity of the surrounding an 800-MHz Pentium Il personal computer (PC). The CPU
medium. time of the sensitivity analysis is relatively small compared with
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that of the field or adjoint analysis, and the CPU time of the field[16] A. Taflove, Computational Electrodynamics: The Finite-Difference

analysis is nearly equal to that of the adjoint analysis. For the _ Time Domain Methad Norwell, MA: Artech House, 1995.

| di terial. the time sten is sianificantly red CeHJ] J. Berenger, A perfectly matched layer for the absorption of electro-

0SSy surrounding material, I pissignin y u magnetic waves,J. Comput. Physvol. 114, pp. 185-200, 1994.

to meet the stability condition of the FDTD technique. [18] D. N. Buechler, D. H. Roper, C. H. Durney, and D. A. Christensen,
“Modeling sources in the FDTD formulation and their use in quanti-
fying source and boundary condition errortEEE Trans. Microwave

V. CONCLUSION Theory Tech.vol. 43, pp. 810-814, Apr. 1995.

. . . . [19] R.J.Yang, “Multidiscipline topology optimization: A new microstruc-
A numerical 2-D reconstruction algorithm for microwave ture-based design domain metho@@mput. Structures/ol. 61, no. 5,

imaging in theTM* case has been presented. The algorithm  pp. 1205-1212, 1997.
utilizes the FDTD, DSA, and topology optimization technique.
Using the adjoint-variable method, the design sensitivity is
obtained by only two simulations at each design proces
regardless of the number of design variables.
The method has been applied to the scattering objects il
minated by the pulse-type wave source. Using the propos
method, lossy dielectric objects surrounded by air or immersf
in a lossy medium with a high permittivity have been succes
fully reconstructed in both the dielectric constant and electr
conductivity.
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